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Abstract: In this paper, we consider the problem of the research and development of high-speed semiconductor photodetectors suitable for operation as parts of on-chip optical interconnections together with the high-speed laser modulators based on the A\textsuperscript{III}B\textsuperscript{V} nanoheterostructures. This research is aimed at the development of the models and modelling aids designed for the simulation of carrier transport and accumulation processes taking place in on-chip photosensitive devices during the detection of subpicosecond laser pulses. Another aim of the paper is to apply the aforementioned aids for the investigation of GaAs p-i-n and Schottky-barrier photodiodes. We propose the non-stationary drift-diffusion models, an original numerical simulation technique and the applied software allowing one to simulate the photosensitive devices with different electrophysical, constructive and technological parameters. We have taken into account different kinds of carrier generation and recombination processes, the effects of electron intervalley transition and carrier drift velocity saturation in order to improve the simulation results’ adequacy. We have concluded that the influence of these effects on the performance of photodetectors for on-chip optical interconnections is significant. The response time of GaAs p-i-n and Schottky-barrier photodiodes calculated taking into account the drift velocity dependence on electric field intensity is insufficient for the adequate detection of subpicosecond laser pulses. According to the simulation results, it is reasonable to develop the methods aimed at the increase in the drift velocity of charge carriers in the photodetector active region by means of built-in electric field reduction.
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1. Introduction

The problem of interconnection performance buildup is one of the key problems of modern micro- and nano-electronics. Metal conductors have been used for the interconnecting of integrated circuit (IC) elements since the early days of microelectronics. According to the forecasts of experts, traditional conductors will cease to meet the increasing requirements for the channel capacity, energy efficiency, noise immunity, reliability and manufacturability of integrated interconnections in the immediate future [1]. Integrated electronics will achieve the physical limit of device development called the “interconnection bottleneck” [2]. Nowadays, scientists research different ways of the problem solution [3–6]. The implementation of the promising approaches will lead to the sustainable development of integrated electronics in the future.

Optical interconnecting of IC elements is one of the advanced conceptual methods aimed at the solution of the problem being considered [7–9]. The majority of experts believe that this concept has a
real chance to improve the performance of ICs. The optoelectronic approach has some geometrical, design, parametrical, technological and economic advantages over its counterparts. In the near future, ICs with optical interconnections will be implemented on the basis of traditional electronic elements. Most interconnections in such devices will be realized as traditional metal conductors. Constructively- and technologically-integrated optical interconnections will replace conductors with critical parameters.

On-chip optical interconnection is a conceptual functional unit of next-generation IC. This unit provides the conversion of electric signals to optical ones, their transmission between on-chip elements and the inverse signal transformation for the processing of transmitted data by electronic elements of IC. The structure chart of typical on-chip optical interconnection is shown in Figure 1. Generally, this device consists of the following basic elements [10]:

- a source of optical radiation (laser);
- a high-speed modulator;
- an integrated waveguide;
- a photodetector;
- special circuits for the processing of control and sensing electric signals.

Complex systems additionally include integrated optical switchers, deflectors, coupling elements, multiplexers, optical amplifiers, waveguide splitters, lenses and other optical elements. Full or partial constructive and technological integration with other elements of IC is the main attribute of on-chip optical interconnection. It is expected that the next-generation ICs with both electrical and optical interconnections will have the optimal balance between technical, technological and economic parameters.

Currently, the problem being considered is relevant for the developers of multi-core ultra-large-scale integrated circuits (ULSIs). The implementation of the modern trend of ULSI development, including the integration level and chip area growth, transistor downsizing and increase in the core number, results in the following challenges:

- complexification of the interconnection system;
- increase in the length of inter-core connections;
- interconnection density growth.

The influence of the represented challenges on the ULSI performance is significant. The promising way of the problem solution is the development of multi-core systems with optical inter-core
connections. Silicon digital cores fabricated using traditional techniques are interconnected optically in such devices.

There are many conceptual methods designed for the implementation of optical interconnecting for advanced ICs. According to these concepts, we assume that traditional electronic elements, including complementary metal-oxide-semiconductor (CMOS) transistors, remain unchanged in general. Differences between them are related to the choice of the basic material for integrated optoelectronic elements.

Many papers are aimed at the implementation of silicon and silicon-germanium on-chip optical interconnections [11–13]. This concept seems to be optimal in terms of IC manufacturability. However, today, it is problematic to fabricate high-efficiency integrated lasers from the materials being considered. This fact is a significant drawback of this concept.

The high performance of AIII-BV optoelectronic devices determines the development of the opposite concept of on-chip optical interconnecting [14–16]. This concept is aimed at the constructive and technological integration of silicon CMOS elements with the optical interconnections based on AIII-BV compounds. Obviously, the implementation of the aforementioned concept will lead to the complexification of IC fabrication flow in comparison with traditional integrated devices. However, significant results have already been achieved in the field of the epitaxial growth and other techniques of the integration of AIII-BV layers with silicon substrates [17–19]. The evolution of such technology will allow one to manufacture both electronic and optoelectronic units of the advanced ICs during the unified fabrication cycle. It will cause the economic efficiency of these devices in the case of their mass production. Furthermore, the technological compatibility of optical interconnections with the next-generation high-speed electronic elements based on AIII-BV heterostructures is the advantage of the concept being considered. These devices can be applied for the implementation of laser drivers and circuits for the processing of photodetector sensing signals.

In this paper, we consider the promising concept of the application of injection lasers with double AIII-BV heterostructures and functionally-integrated modulators as basic optoelectronic elements of optical interconnections for multi-core ULSIs [20–22]. According to the results of the numerical simulation, the modulation frequency of optical signals in such devices can reach the value of 1 THz and above. Theoretical analysis of the features of optical interconnections based on the laser modulators shows that these systems have potential advantages over traditional metal interconnections and certain optical analogues. The advantages will provide the high performance, industrial and economic efficiency of the next-generation ULSIs with AIII-BV optical interconnections. Such optical systems can be implemented as parts of digital ICs, as well as microwave integrated devices.

The development of high-speed photodetectors suitable for the operation as parts of on-chip optical interconnections together with the laser modulators is the important problem of the scientific field being considered. The essential requirements to these photosensitive devices are the following:

- manufacturing capability with the other optoelectronic elements of on-chip optical interconnections;
- performance sufficient for the adequate detection of modulated optical signals.

Thus, the photodetectors of the high-speed optical interconnections should be implemented on the basis of AIII-BV semiconductor materials and provide the detection of subpicosecond laser pulses. The analysis of transients taking place in on-chip photodetectors during the detection of subpicosecond laser pulses is a cutting-edge research direction. Different scholars consider the performance of semiconductor photodetectors in some papers (for example, in [23–25]). They view the detection of optical pulses lasting much longer than 0.1 ps.

This paper is aimed at the following:

- the development of models and simulation aids for the research of transients taking place in photodetectors for on-chip optical interconnections during the detection of subpicosecond laser pulses;
their application for the simulation of the basic types of integrated photodetectors: p-i-n structures and Schottky-barrier photodiodes.

In this paper, we propose to utilize numerical models based on the drift-diffusion equation system for the simulation of charge carrier transport and accumulation in on-chip photodetectors. Such models can be described as research tools providing the optimal balance between the adequacy and accuracy of simulation results and the complexity of their obtainment. The drift-diffusion models allow one to take into account some physical effects whose simulation within other methods is problematic. In spite of several limitations, this type of model remains one of the most effective tools for the research of semiconductor devices [26]. We have successfully applied the drift-diffusion equations for the analysis of dynamical processes taking place in semiconductor injection lasers with functionally-integrated modulators [27].

2. Models and Simulation Methods

As noted above, in this research, we consider the models of photodetectors for on-chip optical interconnections. These models are based on the drift-diffusion equation system [28]. It can be written in the following general form:

\[
\frac{\partial n}{\partial t} = \nabla [\mu_n (-n \nabla \varphi + \varphi_T \nabla n)] + G - R; \quad (1)\\ \frac{\partial p}{\partial t} = \nabla [\mu_p (p \nabla \varphi + \varphi_T \nabla p)] + G - R; \quad (2)\\ \nabla (\varepsilon \cdot \nabla \varphi) = \frac{q}{\varepsilon_0} (n - p - N_D + N_A), \quad (3)
\]

where \(n, p\) are the electron and hole concentrations; \(\mu_n, \mu_p\) are the electron and hole mobilities; \(t\) is time; \(q\) is the elementary charge; \(\varphi\) is the electrostatic potential; \(\varphi_T\) is the temperature potential; \(G\) is the generation rate of electron-hole pairs; \(R\) is the recombination rate; \(\varepsilon\) is the dielectric permittivity of semiconductor; \(\varepsilon_0\) is the permittivity of vacuum; \(N_D, N_A\) are the concentrations of the ionized donors and acceptors.

In this paper, we analyze the photoconductive operation mode of photodetectors providing the current output signal and faster response time than the photovoltaic one. The following Dirichlet boundary conditions are obtained for the photoconductive mode assuming the infinite recombination velocity at the contact [29]:

- for the ohmic contacts:

\[
n = \frac{N_D - N_A}{2} \left[ \left( \frac{N_D - N_A}{2} \right)^2 + n_i^2 \right]^{1/2}; \quad (4)\\ p = -\frac{N_D - N_A}{2} \left[ \left( \frac{N_D - N_A}{2} \right)^2 + n_i^2 \right]^{1/2}; \quad (5)\\ \varphi = \varphi_T \ln \frac{n}{n_i} + U(t) = -\varphi_T \ln \frac{p}{n_i} + U(t); \quad (6)
\]

- for the Schottky contacts:

\[
n = \left\{ \frac{N_D - N_A}{2} \left[ \left( \frac{N_D - N_A}{2} \right)^2 + n_i^2 \right]^{1/2} \right\} \cdot \exp \left( -\frac{\varphi_c}{\varphi_T} \right); \quad (7)
\]
\[ p = \left\{ -\frac{N_D - N_A}{2} + \left[ \left( \frac{N_D - N_A}{2} \right)^2 + n_i^2 \right]^{1/2} \right\} \cdot \exp \left( \frac{\varphi_c}{\varphi_T} \right); \] (8)

\[ \varphi = \varphi_T \ln \frac{n}{n_i} + U(t) - \varphi_c = -\varphi_T \ln \frac{P}{n_i} + U(t) - \varphi_c, \] (9)

where \( n_i \) is the intrinsic carrier concentration; \( U(t) \) is the bias voltage applied to the contact at the moment \( t \); \( \varphi_s \) is the Schottky barrier height.

The numerical solution of the stationary drift-diffusion equation system is a reasonable way to calculate the adequate initial conditions. We apply the standard Gummel iteration method [30] and traditional Slotboom formulation [31] for this purpose.

We take into account the generation and recombination of charge carriers in the photodetector regions using the following analytical models:

- the Shockley–Read–Hall model of the carrier trap recombination applicable for the regions with impurity conductivity [32]:
  \[ R_{S-R-H} = \frac{np - n_i^2}{\tau_p (n + n_i) + \tau_n (p + p_1)}; \] (10)

  \[ n_1 = N_c \cdot \exp \left( \frac{-E_c + E_t}{kT} \right); \] (11)

  \[ p_1 = N_v \cdot \exp \left( \frac{-E_v + E_t}{kT} \right), \] (12)

where \( \tau_n, \tau_p \) are the electron and hole lifetimes; \( N_c, N_v \) are the effective densities of states in the conduction and valence bands; \( E_c, E_v \) are the energy levels of the conduction band bottom and valence band top; \( E_t \) is the trap energy level; \( k \) is the Boltzmann constant; \( T \) is the temperature of the semiconductor;

- the model of the direct radiative recombination suitable for the regions with intrinsic conductivity [32]:
  \[ R_{dir} = C \cdot (np - n_i^2), \] (13)

where \( C \) is the bimolecular recombination coefficient calculated using the Garbuzov formula [33]:

\[ C = 3 \cdot 10^{-10} \cdot \left( \frac{300 \text{ K}}{T} \right)^{3/2} \cdot \left( \frac{E_g}{1.5 \text{ eV}} \right)^2 \frac{\text{cm}^3}{\text{s}}, \] (14)

where \( E_g \) is the energy gap of the semiconductor;

- the model of the band-to-band Auger recombination/generation [32]:
  \[ R_A = (np - n_i^2) \cdot (\alpha_n n + \alpha_p p), \] (15)

where \( \alpha_n, \alpha_p \) are the Auger coefficients for electrons and holes;

- the model of the bipolar optical generation:
  \[ G_{opt} = \eta \cdot \frac{P(t)}{E_{ph}}, \] (16)

where \( \eta \) is the quantum efficiency of the photodetector; \( P(t) \) is the volume power density of the incident optical radiation at the moment \( t \); \( E_{ph} \) is the photon energy of the incident radiation.

Equation (16) is obtained under the assumption that the optical generation rate \( G_{opt} \) does not depend on the coordinate. It corresponds to the integral approach to the description of the optical
radiation absorption by the material of photodetector active area. Variable $\eta$ defines the external quantum efficiency of the photodetector. It is given by:

$$\eta = \beta \frac{P_{\text{abs}}}{P_{\text{inc}}},$$

(17)

where $\beta$ is the internal quantum efficiency, which describes the number of electron-hole pairs generated by one absorbed photon; $P_{\text{abs}}$ is the radiation power absorbed by the photodetector active region; $P_{\text{inc}}$ is the total power of the incident radiation.

In this paper, we consider resonant cavity-enhanced photodetectors. If $\beta = 1$, the peak quantum efficiency of such devices at the resonance wavelengths can be calculated as follows [34]:

$$\eta = \frac{1 + R_2 \cdot \exp(-\alpha L_r)}{[1 - \sqrt{R_1 R_2} \cdot \exp(-\alpha L_r)]^2} \cdot (1 - R_1) \cdot [1 - \exp(-\alpha L_r)],$$

(18)

where $R_1$, $R_2$ are the reflection coefficients of cavity mirrors; $L_r$ is the resonator length; $\alpha$ is the absorption coefficient of the active region material.

The value of quantum efficiency calculated using Equation (18) corresponds to the following resonance condition [35]:

$$L_r = \frac{m \lambda}{\lambda},$$

(19)

where $m$ is a positive integer; $\lambda$ is the wavelength of optical radiation in the resonant cavity material.

In this research, we take into account the dependence of carrier mobility on the temperature $T$ and impurity concentration $N$ applying the following low-field analytical model [36]:

$$\mu_e(N, T) = \mu_{\text{max},e}(T_0) \cdot \frac{B_e(N) \cdot \left(\frac{T}{T_0}\right)^{\beta_e}}{1 + B_e(N) \cdot \left(\frac{T}{T_0}\right)^{\alpha_e + \beta_e}};$$

(20)

$$B_e(N) = \left[\frac{\mu_{\text{min},e} + \mu_{\text{max},e} \cdot \left(\frac{N_{g,c}}{N}\right)^{\gamma_e}}{\mu_{\text{max},e} - \mu_{\text{min},e}}\right]_{T = T_0},$$

(21)

where $\epsilon$ is the conductivity type of semiconductor ($n$ or $p$); $N = N_D + N_A$; $T_0 = 300$ K; $\alpha_e$, $\beta_e$, $\gamma_e$, $\mu_{\text{min},e}$, $\mu_{\text{max},e}$ and $N_{g,c}$ are the parameters depending on the properties of the semiconductor material.

In this paper, we address the influence of the physical effect of electron intervalley transition on the electron drift velocity in multivalley $\text{III}_2\text{IV}$ semiconductor materials. This effect causes the dependence of electron mobility on the electric field intensity and can affect the characteristics of $\text{III}_2\text{IV}$ devices significantly. We apply the simplified model describing the stationary distribution of electrons between two valleys of the semiconductor (for example, $\Gamma$ and $L$ in GaAs). The average electron drift velocity $v_n$ can be estimated assuming the equality of the electron temperature in valleys.

The appropriate equations have the following form [37]:

$$T_e = T + \frac{2\eta_e \mu_{\text{low,n}} E^2}{3k} \cdot \left[1 + r_e \cdot \exp\left(-\frac{\Delta E}{kT_e}\right)\right]^{-1};$$

(22)

$$v_n = \mu_{\text{low,n}} E \cdot \left[1 + r_e \cdot \exp\left(-\frac{\Delta E}{kT_e}\right)\right]^{-1},$$

(23)

where $E$ is the electric field intensity; $T_e$ is the electron temperature; $\tau_e$ is the energy relaxation time; $\mu_{\text{low,n}}$ is the electron mobility in the lower valley ($\Gamma$ for GaAs) calculated using Equations (20) and (21);
\( \Delta E \) is the energy difference between the valleys; \( r \) is the ratio between state density in the upper valley and the lower one calculated utilizing the following equation [37]:

\[
r = \frac{M_2}{M_1} \left( \frac{m^*_2}{m^*_1} \right)^{3/2},
\]

where \( M_1, M_2 \) are the numbers of upper and lower valleys; \( m^*_1, m^*_2 \) are the effective masses of electrons in the corresponding valleys; for GaAs, \( M_1 = 1, M_2 = 4, m^*_1 = 0.067m_e, m^*_2 = 0.55m_e \) (\( m_e \) is the free electron mass); hence, \( r = 94 \) [37].

The model described by Equations (22)–(24) allows one to obtain the adequate results only for the rather weak electric fields, because it does not take into account the effect of electron drift velocity saturation. If the intensity of the electric field is sufficient for the electron drift saturation, it is reasonable to define the average carrier velocity as the saturation velocity for the semiconductor material. In this paper, we propose to apply the linear approximation of the experimental data, which were obtained by other authors for a field intensity higher than 20 kV/cm [38].

We also take into account the effect of hole drift velocity saturation. We apply the analytical model for GaAs proposed in [39]. This model is the approximation of Monte Carlo simulation results. It is given by the following equation:

\[
v_p = v_{\text{low},p} \cdot E \cdot \left[ 1 + \left( \frac{\mu_{\text{low},p} \cdot E}{v_{\text{sat},p}} \right)^\chi \right]^{-\frac{1}{\chi}},
\]

where \( v_p \) is the average hole drift velocity; \( v_{\text{sat},p} \) is the hole saturation velocity; \( \mu_{\text{low},p} \) is the low-field hole mobility calculated using Models (20) and (21); \( \chi = 5 \).

We utilize the following equation expressing the ratio between the saturation drift velocities of electrons and holes in a semiconductor to calculate \( v_{\text{sat},p} \):

\[
\frac{v_{\text{sat},n}}{v_{\text{sat},p}} \approx \frac{m^*_n}{m^*_p}. 
\]

Equations (20)–(26) describe the stationary states. Photodetector illumination leads to the growth of carrier concentrations. However, it does not result in the detectable change of the distribution of electric field intensity in device structure. Therefore, the dynamic nature of the high-field effects can be neglected.

Variables \( T_e, v_n \) and \( v_p \) are included in the drift-diffusion model as follows. Formula (22) is the transcendental equation solvable for electron temperature \( T_e \). This equation describes the dependence of \( T_e \) on electric field intensity \( E \). We calculate \( T_e \) solving Equation (22) numerically at known values of its parameters. Then, we input the electron temperature into Formula (23) and compute average electron drift velocity \( v_n \). We utilize the definition of carrier mobility to make the transition from \( v_n \) to electron mobility \( \mu_n \):

\[
\mu_n = \frac{v_n}{E}. 
\]

We calculate average hole drift velocity \( v_p \) applying Equation (25) and the additional Formula (26). In these equations, all parameters are known. We compute hole mobility \( \mu_p \) in a similar way to the electron one:

\[
\mu_p = \frac{v_p}{E}. 
\]

Variables \( \mu_n \) and \( \mu_p \) are the parameters of the drift-diffusion Models (1)–(3).

We apply the following algorithm for the calculation of carrier mobilities during the numerical simulation of photodetectors. We compute \( \mu_n(E) \) and \( \mu_p(E) \) dependences using Equations (22)–(24), (27), (28).
and Equations (25), (26), (28) before the solution of the drift-diffusion equation system. The range of electric field intensity corresponds to the photosensitive devices being considered. Further, we solve the stationary problem applying low-field mobility Models (20) and (21) and get intermediate simulation results, including the \( E(x) \) distribution. This distribution and previously computed \( \mu_n(E) \) and \( \mu_p(E) \) dependences are utilized for the calculation of the \( \mu_n(x) \) and \( \mu_p(x) \) distributions. We apply these data to solve the stationary problem again and get initial conditions. Thereafter, \( \mu_n(x) \) and \( \mu_p(x) \) are additionally refined. We assume that the \( \mu_n(x) \) and \( \mu_p(x) \) distributions are constant during the solution of non-stationary problem. This is caused by the fact that we consider illumination transients. Such processes do not lead to the noticeable changes of the \( E(x) \) distribution.

Figure 2 shows the dependences of carrier drift velocities and mobilities in GaAs on the electric field intensity. We calculated these curves using the aforementioned models at different impurity concentrations. The graphs show the qualitative correspondence with the experimental data and Monte Carlo simulation results presented in the papers [40,41]. According to the curves, the growth of the electric field intensity in GaAs leads to the significant reduction of carrier mobilities. Thus, we can make the following conclusion. The effects of electron intervalley transition and carrier drift velocity saturation can affect the performance of GaAs diodes because such devices are characterized by the intense built-in electric field (about several tens of kV/cm and above).
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**Figure 2.** The dependences of average electron (a) and hole drift velocities (b) on the electron (c) and hole mobilities (d) on the electric field intensity in GaAs. The curves are calculated at different impurity concentrations applying Models (20)–(26) and the experimental data given in the paper [38].

The implementation of drift-diffusion Models (1)–(3) with Boundary Conditions (4)–(9) and parameter Models (10)–(26) is possible within the numerical methods of mathematical physics only. Some challenges are typical for the non-stationary numerical simulation of semiconductor devices. These challenges are:

- the numerical instability of solution schemes;
- the inadequacy of simulation results caused by calculation error.
In our opinion, a universal approach to the solution of these problems has not been developed yet. Some researchers omit the important information about the implementation of models and methods proposed in their scientific papers. That is why sometimes, it is difficult to reproduce such tools and to use them efficiently in your own research. Standard commercial software for the simulation of semiconductor devices is quite expensive. Usually, it is not reasonable to apply such software for the solution of special scientific problems. The aforementioned features determine the relevance of the development of modelling methods and aid simulating semiconductor devices within the drift-diffusion formulation.

We consider the finite difference numerical method [28] in this paper. There are various difference methods suitable for the discretization of time derivatives included in continuity Equations (1) and (2). We propose to apply the explicit one [42] in combination with the Gummel iteration method for the drift-diffusion simulation of high-speed photodetectors. This approach allows one to simplify the implementation of the drift-diffusion numerical models significantly.

If we use the explicit method together with the Gummel one, the right sides of the continuity equations are defined by the values of decision variables at the current \((j\text{-th})\) instant of time. This means that we calculate carrier concentrations at the next \((j+1)\text{-th}\) instant of time by performing some rather simple mathematical operations. In this case, the problem of non-stationary simulation is reduced to the computation of carrier concentrations and the solution of one linear equation system in every iteration step. The aforementioned linear equation system results from the discretization and linearization of the Poisson equation.

If we apply the implicit or Crank–Nicholson method under the conditions stated above, the right sides of the continuity equations include the unknown values of decision variables at the next \((j+1)\text{-th}\) instant of time. That is why we solve two additional linear equation systems corresponding to the discretized continuity equations for the calculation of carrier concentrations at the \((j+1)\text{-th}\) instant of time. The solution of the third linear equation system is necessary for the computation of the electrical potential distribution determined by the Poisson equation. Hence, the implementation of the explicit difference scheme requires three times less computational and time resources than the implicit and Crank–Nicholson ones in the case of the Gummel method application.

According to the theory of difference schemes, the implicit and Crank–Nicholson methods are characterized by the absolute numerical stability [42]. The explicit one is numerically unstable in some cases [42]. The concept of stability is applicable to the finite difference scheme, as well as to the algorithm of the numerical problem solution. The application of the stable scheme within the unstable algorithm can lead to inadequate numerical simulation results. The algorithm can demonstrate the stability in combination with the certain difference scheme, as well as the instability with another one.

As noted above, in this paper, we research the detection of subpicosecond laser pulses. This means that we consider rather short time intervals with the duration of about several tenths of a picosecond. That is why we can choose the short time step as being sufficient for the numerical stability of the explicit difference scheme. In this research, the time grid step has the value of the order of 0.1 fs.

The stability of the explicit difference scheme can be identified using the one-dimensional Courant–Friedrichs–Lewy (CFL) condition [43]:

\[
C = \frac{u\Delta t}{\Delta x} \leq 1,
\]

where \(\Delta t, \Delta x\) are the time and coordinate grid steps; \(u\) is the velocity of carrier transport; \(C\) is the Courant number depending on the form of equation and the values of its parameters. We obtain \(C = 0.01 < 1\) assuming \(u = 10^7\) cm/s, \(\Delta t = 0.1\) fs, \(\Delta x = 1\) nm. This result corresponds to the problem being considered and indicates the theoretical stability of the explicit difference scheme.

Our numerical experiments show the stability of the explicit difference scheme and the algorithm of the Gummel method within the problem being considered, as well as some analogous problems of semiconductor device simulation. That is why we can regard this technique as the conditionally-stable
method at a time grid step of 0.1 fs and other terms of the particular numerical problem. In spite of a very small time step, we achieve a short enough computation time for the maintenance of the simulation results’ adequacy. This fact is caused by the application of the explicit scheme together with the Gummel method. Furthermore, it should be taken into account that a small time step provides a higher accuracy of simulation results than a large one in any case.

In this paper, we do not assert the superiority of the explicit difference scheme over its counterparts in all instances. We consider the efficiency of the difference scheme application within the algorithm of the Gummel method chosen for the numerical simulation. The explicit difference scheme has more preferential than its analogues in the case being considered because it requires less time and computational resources.

The photoconductive operation mode of on-chip photodetectors is characterized by the constant reverse bias. This means that the minority carrier concentrations in the device regions differ from the majority ones by several orders of magnitude in the case of illumination absence. This results in error accumulation leading to the emergence of negative carrier concentrations during the numerical calculations. This problem can be solved by means of the improvement of the discretization scheme for differential equations. The application of the Scharfetter–Gummel approximation is a traditional approach to the problem solution [44,45].

We tried to utilize the classical Scharfetter–Gummel scheme for the simulation of high-speed photodetectors. There were some problems connected with the emergence of negative carrier concentrations during the application of this method, as well as the traditional formulation in terms of \{n, p, φ\}. Perhaps, it is determined by the features of the chosen algorithm of the Gummel iteration method. In this research, carrier concentrations are varied within a quite wide range. The difference between the minimum and maximum values of concentrations is about several tens of orders. That is why the choice of the optimal scale factor for the concentration is problematic.

We propose to solve the aforementioned problem by means of the application of the numerical simulation technique characterized by the following key features:

- all variables in the drift-diffusion equation system are normalized using the standard scaling factors represented in [45];
- sets of variables are used in Equations (1)–(3) to simplify the finite difference scheme: the left sides of Equations (1) and (2) and Equation (3) as a whole are considered in terms of \{n, p, φ\}; the right sides of Equations (1) and (2) are considered in terms of \{F_n, F_p, φ\}, where \(F_n\) and \(F_p\) are the exponents of quasi-Fermi levels for electrons and holes given by the following equations [46]:
  \[
  F_n = \frac{n}{n_i} \cdot \exp \left( -\frac{\varphi}{\varphi_T} \right); \tag{30}
  \]
  \[
  F_p = \frac{p}{n_i} \cdot \exp \left( \frac{\varphi}{\varphi_T} \right); \tag{31}
  \]

Thus, the drift-diffusion equations are considered in terms of the combined variable base \{\(F_n, F_p, n, p, φ\)\};
- the discretization of the right sides of Equations (1) and (2) is implemented applying the first-order upwind scheme [47];
- the direct method is utilized for the solution of linear equation systems.

We do not pretend to the universality of this simulation technique. However, we applied the developed approach for the research of some optoelectronic semiconductor devices and got adequate simulation results. The proposed technique overcomes the Scharfetter–Gummel method only within the specific problem of photodetector simulation in the case of the certain algorithm application. We do not eliminate the following fact. Under different conditions, the Scharfetter–Gummel scheme can surpass our approach in the adequacy and accuracy of simulation results.
We obtain the following non-stationary one-dimensional finite difference equations applying the aforementioned numerical simulation technique:

\[
\begin{align*}
  n_{ij+1} &= n_{ij} + \frac{2\Delta t}{\Delta x_i + \Delta x_j} \cdot \left\{ \mu_{n,i,j+1} \exp(\varphi_{i,j+1}) \cdot \theta \left( F_{n,i,j} - F_{n,i,j+1} \right) + \mu_{n,i,j+1} \exp(\varphi_{i,j+1}) \right\}, \\
  p_{ij+1} &= p_{ij} + \frac{2\Delta t}{\Delta x_i + \Delta x_j} \cdot \left\{ \mu_{p,i,j+1} \exp(-\varphi_{i,j+1}) \cdot \theta \left( F_{p,i,j} - F_{p,i,j+1} \right) + \mu_{p,i,j+1} \exp(-\varphi_{i,j+1}) \right\}.
\end{align*}
\]

where \( i \) is the index of coordinate grid points; \( j \) is the index of time grid points; \( \Delta x_i \) is the \( i \)-th coordinate grid step; \( \Delta t \) is the \( j \)-th time grid step; \( \theta \) is the Heaviside step function. The presence of the Heaviside function in finite difference continuity Equations (32) and (33) is caused by the application of the upwind method.

As was mentioned above, in this paper, we consider the photovoltaic operation mode. This means that photodetectors have the current sensing signal. Consequently, it is necessary to provide the acceptable adequacy of the current density calculation results in order to improve the model performance. Traditional drift-diffusion current density formulas are often used in numerical models. These equations have the following form [45]:

\[
\begin{align*}
  \vec{j}_n &= -q\mu_n \left( n \nabla \varphi - \varphi_T \nabla n \right); \\
  \vec{j}_p &= -q\mu_p \left( p \nabla \varphi + \varphi_T \nabla p \right),
\end{align*}
\]

where \( \vec{j}_n, \vec{j}_p \) are the electron and hole current density components.

Slotboom proposed the following current density equations in terms of \( \{ F_n, F_p, \varphi \} \) in the paper [31]:

\[
\begin{align*}
  \vec{j}_n &= q\varphi_T n \mu_n \nabla F_n \cdot \exp \left( \frac{\varphi}{\varphi_T} \right); \\
  \vec{j}_p &= -q\varphi_T n \mu_p \nabla F_p \cdot \exp \left( -\frac{\varphi}{\varphi_T} \right).
\end{align*}
\]

In this paper, we utilize the Slotboom equations for current density computation instead of the traditional drift-diffusion Formulas (35) and (36). This is caused by the inadequate current density bursts observed on the device junctions after the end of the supply transient process in the case of the classical approach application. Obviously, the current density in all points of the semiconductor device must be equal at steady state. There is one member combining the diffusion and drift components of current density in the Slotboom formulation. It allows one to avoid the problem of the matching carrier concentrations and their gradients. The application of the current density formulas in terms of \( \{ F_n, F_p, \varphi \} \) reduces the maximum error by 11 orders of magnitude and provides the adequacy of the simulation results in contrast with the classical drift-diffusion formulation.

We do not assert that the Slotboom equations always provide more adequate results than the drift-diffusion ones. However, the application of the Slotboom formulation allows one to improve the
adequacy of the calculation of the current density spatial distribution within the numerical problem being considered.

We calculate the full current density taking into account the electron and hole current components and the Maxwell displacement current $\mathbf{j}_d$. The latter is associated with the detector capacitance and computed as follows [39]:

$$\mathbf{j}_d = \varepsilon \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t},$$

(39)

where $\mathbf{E}$ is the electric field intensity vector.

We developed specialized applied software in the GNU Octave program using the MATLAB programming language. This software implements the aforementioned models and numerical technique for the simulation of on-chip p-i-n structures and Schottky-barrier photodiodes with different electrophysical, constructive and technological parameters.

3. Simulation Results and Discussion

In this paper, we consider the numerical drift-diffusion simulation of GaAs p-i-n and Schottky-barrier photodiodes for on-chip optical interconnections. Figure 3 shows the structures of the researched photodetectors. Impurity concentrations in the regions of photodiodes are given in Table 1. $P^+$ and $n^+$ regions ensure the ohmic contacts between conductors and device regions. We have researched Schottky-barrier photodiodes with both n- and p-type near-contact regions. The structure of the p-type Schottky-barrier photodiode is analogous to the one represented in Figure 3b.
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Figure 3. Structures of the researched photodetectors for on-chip optical interconnections: GaAs p-i-n (a) and Schottky-barrier (b) photodiodes: 1, integrated optical waveguide; 2, half reflecting mirror; 3, ohmic contacts; 4, totally reflecting mirror; 5, metal layer of Schottky contact.

<table>
<thead>
<tr>
<th>Device</th>
<th>Region</th>
<th>Impurity Concentration (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$N_D$</td>
</tr>
<tr>
<td>p-i-n</td>
<td>p</td>
<td>$10^{14}$</td>
</tr>
<tr>
<td></td>
<td>i</td>
<td>$10^{14}$</td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>$10^{18}$</td>
</tr>
<tr>
<td>n-type Schottky-barrier</td>
<td>n</td>
<td>$10^{16}$</td>
</tr>
<tr>
<td></td>
<td>n$^+$</td>
<td>$10^{18}$</td>
</tr>
<tr>
<td>p-type Schottky-barrier</td>
<td>p</td>
<td>$10^{14}$</td>
</tr>
<tr>
<td></td>
<td>p$^+$</td>
<td>$10^{14}$</td>
</tr>
</tbody>
</table>
There are etched areas between optical waveguides 1 and half reflecting mirrors 2 of photosensitive devices being considered (see Figure 3). These photodetectors have resonant cavities designed for the gain of their quantum efficiency. The resonators are formed by half and totally reflecting mirrors 2 and 4. We assume that the monochromatic amplitude-modulated optical radiation illuminates the surface of half-reflecting mirror 2. The light beam is normal to the mirror surface. We have chosen the horizontal configuration of the resonant cavities. In this case, the additional optical devices are not required for the insertion of optical radiation in the resonator. This represents the key advantage of such a configuration. The structure with a vertical configuration is less preferential. Its effective implementation requires additional on-chip optical elements redirecting the light from horizontal waveguides to vertical resonant cavities. On the other hand, the advantage of vertical configuration is the opportunity of the application of distributed Bragg reflectors based on semiconductor heterostructures as the resonator mirrors [34]. Such reflectors are characterized by the adaptability to streamlined manufacturing. The optimization of the resonant cavity configuration is a complex problem. The solution of this problem is beyond the scope of this paper and requires additional research.

We assume the equality of the incident photon energy to the energy gap of GaAs at room temperature. We set the following parameters of the photodetector resonant cavity:

\[ L_r = 1 \text{ \mu m}, \quad R_1 = 0.5, \quad R_2 = 0.99. \]

The peak quantum efficiency calculated for the resonator using Equation (18) is about 0.85. It approximately corresponds to resonance Condition (19) at \( m = 8. \)

We apply a one-dimensional coordinate grid for the numerical drift-diffusion simulation of on-chip photodetectors. Optical radiation illuminates the structures uniformly. The maximum power of incident optical radiation is 1 mW. We do not take into account the physical processes occurring in the waveguides of on-chip optical commutation systems during the propagation of laser radiation through them. We solve the stationary problem at the working value of the supply voltage for the calculation of initial conditions.

The other parameters utilized in this paper are given in Table 2.

### Table 2. Parameters used in the simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/Formula</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature of semiconductor</td>
<td>( T = 300 \text{ K} )</td>
<td>-</td>
</tr>
<tr>
<td>Reverse bias voltage</td>
<td>( U = (0 \div 1) \text{ V} )</td>
<td>-</td>
</tr>
<tr>
<td>Active region length</td>
<td>( L_{act} = (100 \div 500) \text{ nm} )</td>
<td>-</td>
</tr>
<tr>
<td>Length of heavily-doped regions</td>
<td>( L_{h-d} = 150 \text{ nm} )</td>
<td>-</td>
</tr>
<tr>
<td>Dielectric permittivity</td>
<td>( \varepsilon = 12.9 )</td>
<td>[48]</td>
</tr>
<tr>
<td>Electron and hole lifetimes</td>
<td>( \tau_c = (\sigma_c \cdot \tau_{th,c} \cdot N_T)^{-1}, \quad \tau_{th,c} = \left( \frac{3 \pi k T}{\hbar^2} \right)^{1/2} )</td>
<td>[32]</td>
</tr>
<tr>
<td>Auger coefficients</td>
<td>( \alpha_0 = 3 \times 10^{-30} \text{ cm}^6/\text{s}; \quad \alpha_p = 1.6 \times 10^{-29} \text{ cm}^6/\text{s} )</td>
<td>[32]</td>
</tr>
<tr>
<td>Energy difference between ( \Gamma ) and ( L ) valleys in GaAs</td>
<td>( \Delta E_{\Gamma L} = 0.31 \text{ eV} )</td>
<td>[37]</td>
</tr>
<tr>
<td>Effective masses</td>
<td>( m_n^* = 0.067 m_e; \quad m_p^* = 0.082 m_e )</td>
<td>[49]</td>
</tr>
<tr>
<td>Intrinsic carrier concentration</td>
<td>( n_i = \sqrt{N_e^2 N_v^2 \exp \left( -\frac{E_g}{2 k T} \right)} ) \quad \text{where} \quad N_e = 2 \left( \frac{m_e k T}{2 \pi \hbar^2} \right)^{3/2}; \quad N_v = 2 \left( \frac{m_p k T}{2 \pi \hbar^2} \right)^{3/2} )</td>
<td>[48]</td>
</tr>
<tr>
<td>Schottky barrier height</td>
<td>( n \text{ – type} : \quad \varphi_s = 0.8 \text{ V}; \quad p \text{ – type} : \quad \varphi_s = -0.6 \text{ V} )</td>
<td>[50]</td>
</tr>
</tbody>
</table>

We research the following operating mode of the photodetector for on-chip optical interconnections. The photosensitive device is not illuminated by the laser radiation at the reference time. It is in a steady state condition corresponding to the end of the supply transition process. A single
rectangular laser pulse with a duration of 0.1 ps illuminates photodetector regions at the instant of 0.1 ps. The duration of the total simulation time is 0.4 ps.

Figures 4 and 5 show the distributions of carrier concentrations and the absolute values of the electric field intensity in the photodiodes being researched. The curves are computed at the active region length of 200 nm. We have calculated these results applying the developed models and numerical simulation technique. The analysis of the curves shown in Figure 5 allows us to conclude that the aforementioned photosensitive devices are characterized by the appreciable values of built-in electric field intensity in active regions. This results in significant influence on the values of carrier mobilities.
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**Figure 4.** Electron (n) and hole (p) concentrations in the structures of GaAs p-i-n (a) and n-type Schottky-barrier (b) photodiodes at the instants of the leading ($t_1$) and back ($t_2$) edges of the rectangular laser pulse.
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**Figure 5.** Spatial distributions of the electric field intensity modulus in p-i-n (a) and n-type Schottky-barrier (b) photodiodes at zero and working values of supply voltage.

Figure 6 shows the distributions of the current density flowing through the GaAs p-i-n photodiode during the supply and illumination transient processes. To compute these curves, we have applied Slotboom Equations (37) and (38). The simulation results indicate the adequacy of the proposed technique of the current density calculation.

The results demonstrate the equality of current densities at the ohmic contacts of devices. This means the fulfillment of the principle of charge conservation. The irregularity of the coordinate distribution of the current density is a consequence of the non-equilibrium carrier generation and recombination processes taking place in the photodetector structure during the transients. It is caused by the continuity Equations (1) and (2).
near-contact regions. Taking into account the dependence of the carrier drift velocity saturation on the performance of on-chip photodetectors is significantly.

Simulation results obtained with the application of low-field mobility Models (20) and (21). The second one has been computed using complex Models (20)–(26), which takes into account the effects of the electron intervalley transition and carrier drift velocity saturation in GaAs.

Figure 7 shows the time dependences of photocurrent density in the researched photosensitive devices. We have calculated two curves for each type of photodetectors. The first one shows the simulation results obtained with the application of low-field mobility Models (20) and (21). The second one has been computed using complex Models (20)–(26), which takes into account the effects of the electron intervalley transition and carrier drift velocity saturation in GaAs.

According to the simulation results, the influence of the effects of the electron intervalley transition and carrier drift velocity saturation on the performance of on-chip photodetectors is significantly negative. The benchmark analysis has not identified the principal difference between the performances of the GaAs p-i-n structure and Schottky-barrier photodiodes with n and p near-contact regions. Taking
into account the dependence of the carrier drift velocity on the electric field intensity, it is concluded that the response times of these devices are insufficient for the adequate detection of subpicosecond laser pulses.

Figure 8 shows the photocurrent simulation results calculated for the optical pulses with the duration of 1 ps. The total simulation time was 3 ps. We have computed these curves taking into account the dependence of carrier mobility on the electric field intensity in photodetector structure. According to the represented results, GaAs p-i-n and Schottky-barrier photodiodes provide the adequate detection of the laser pulses with a duration of 1 ps and above.
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**Figure 8.** The time dependences of the photocurrent density modulus calculated at the optical pulse duration of 1 ps for the GaAs p-i-n structure ($I_{pin}$) and Schottky-barrier photodiodes with n ($I_{Sch\,n}$) and p ($I_{Sch\,p}$) near-contact regions.

According to the simulation results, the back edge of the photocurrent pulse is longer than the leading one. This effect is caused by the lag of photogenerated carrier recombination. In this research, we have attempted to provide the equality of photocurrent pulse edges by means of the reduction of charge carrier average lifetime at the increase in the trap concentration and the deepening of the trap energy levels. We have found out the following. Photocurrent pulse edges have approximately equal duration in the case of the enormous trap density close to the limit concentration of impurities in GaAs. That is why this method seems to be not promising within the problem being considered.

Figure 9 shows the dependence of photocurrent density on time for the GaAs p-i-n photodiode being illuminated by the modulated optical signal. The volume power density of the optical radiation varies sinusoidally. The frequency of the sine ranges from 300 GHz to 3 THz linearly. The constant component of the optical signal corresponds to the incident radiation power of 0.8 mW.
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**Figure 9.** The dependence of photocurrent density on time computed for device being illuminated by the optical signal with sinusoidally-modulated volume density of optical power at the frequency ranging from 300 GHz to 3 THz.
The amplitude-frequency characteristics calculated for different types of GaAs on-chip photodetectors at the aforementioned frequency range are shown in Figure 10. We can divide these curves into two regions. The first one is characterized by a steep slope of curves. It corresponds to the frequencies from 300 to about 700 GHz. The photosensitive devices provide the adequate detection of optical signals at such modulation frequencies. The second region corresponds to the frequencies of about 700 GHz and above. The curves have a shallow slope in this region. This means that the amplitude-frequency response is insufficient for the adequate detection of optical signals at such modulation frequencies. Different types of photodetectors have roughly similar magnitudes of amplitude-frequency response at the range being considered.

Figure 10. Amplitude-frequency characteristics of different types of GaAs photodetectors calculated at the frequency ranging from 300 GHz to 3 THz.

According to the obtained simulation results, the active area elongation has a negative impact on the response time of the GaAs p-i-n photodetector. We can explain this fact as follows. It is obvious that the performance of the photodiode depends on the time of photogenerated carrier drift transit through the active region of the device. We can estimate the maximal carrier transit time \( t_{tr} \) using the following equation:

\[
t_{tr} \approx \frac{L_{act}}{v_d}
\]

where \( L_{act} \) is the length of the active region; \( v_d \) is the average carrier drift velocity. If other conditions are equal, the increase in \( L_{act} \) leads to the electric field reduction in the photodetector. According to Figure 2c,d, this results in a certain mobility growth. The adequate values of \( L_{act} \) are 500 nm and less. The electric field intensity is sufficient for the saturation of the carrier drift velocity at such a length of the active region (see Figure 11a). This means that the aforementioned electric field reduction at the active region elongation does not lead to the notable change of carrier drift velocity (see Figure 2a,b). According to Equation (40), if the carrier drift velocity is constant, the increase in the length of the active region results in the proportional \( t_{tr} \) growth. That is why the response time of the p-i-n photodetector with the extended active region is longer than the response time of the device with the short one.

We can reduce significantly the electric field intensity in the structure of the Schottky-barrier photodiode by means of the active region extension up to 500 nm (see Figure 11b). According to the curve and Figure 2a,c, there is a narrow area with significantly increased electron mobility and drift velocity near the intensity minimum in the active region of the device being considered. However, this effect does not result in response time improvement. This is caused by the substantial \( L_{act} \) increase and the short length of the high-mobility region.

We have also researched the influence of the bias voltage value on the response time of photodetectors for on-chip optical interconnections. We have found out the following. This parameter does not affect the performance of integrated photodetectors significantly. According to Figure 5, the electric field intensity in the photodiode is sufficient for the saturation of the carrier drift velocity at the zero bias voltage. Consequently, in this case, all parameters in Equation (40) are unchanged.
Thus, integrated photodiodes can efficiently operate in the short-circuit mode at the zero bias voltage without significant response time degradation. The application of such a mode will provide the high energy performance of on-chip optical interconnections.
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**Figure 11.** The coordinate distributions of electric field intensity modulus in the GaAs p-i-n structure (a) and Schottky-barrier photodiode with the n-type near-contact region (b) at the active region length of 500 nm.

4. Conclusions

In this paper, we propose the numerical non-stationary drift-diffusion models, simulation technique and software allowing one to research transient processes in photodetectors for on-chip optical interconnections. It should be noted that the modelling aids being considered provide the simulation of devices with different electrophysical, constructive and technological parameters. We have developed the original numerical drift-diffusion simulation technique. It is characterized by the optimal balance between the adequacy of the simulation results and the consumption of time and computational resources. We compared the technique with its counterparts. The benchmark analysis indicates the advantage of the proposed approach within the problem of photodetector simulation.

In this research, we take into account the effects of electron intervalley transition and carrier drift velocity saturation in AIBY materials. We apply the simple analytical model for the calculation of the carrier mobility dependence on electric field intensity. We have found out the significant influence of the effects being considered on the response time of the on-chip photodetectors.

In this article, we have researched the carrier transport and accumulation processes in GaAs p-i-n and Schottky-barrier photodiodes during the detection of subpicosecond laser pulses. We have found out the following. The insufficient response time of such photosensitive devices at the detection of subpicosecond laser pulses is caused by the effects of the electron intervalley transition and carrier drift velocity saturation. This means that this characteristic is improvable by means of the reduction of the electric field intensity in the structures of photodetectors.

We did not find out any principal differences between the performance of GaAs p-i-n and Schottky-barrier photodiodes. According to the simulation results, such devices can provide the adequate detection of the laser pulses with the duration of about 1 ps and above. That is why it is necessary to develop the improved structure of the photodetector for the on-chip optical interconnections based on high-speed laser modulators.

According to the simulation results, carrier drift velocities (especially the electron one) are essential parameters determining the response time of integrated photodetectors. The development of methods aimed at the reduction of the built-in electric field in the active region is a reasonable way for photodetector improvement. The electric field intensity in the device structure should be reduced to values corresponding to the near-peak area of the electron drift velocity distribution.
(Figure 2a). Herewith, we should provide a small length of the active region in order to reduce the carrier transit time.
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