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Abstract—This paper describes the control of computations in a distributed computing environment
(DCE) on the basis of its meta-monitoring and simulation modeling. Computations are controlled by
a multiagent system with a given organizational structure. Resource allocation is carried out by agents
with the use of economic mechanisms for controlling their supply and demand. Controlling actions for
agents are formed on the basis of the simulation modeling of functional processes of the DCE. Data
about the DCE resources and processes are collected and emergency situations in the DCE nodes are
detected and prevented by the meta-monitoring system of this environment. The research results are
the techniques for selecting control actions and the methods for intellectual processing and effective
storage of data.
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INTRODUCTION

The analysis of the development of trends in high-performance computing both in Russia and abroad [1]
suggests that controlling parallel and distributed computer systems is currently one of the most important
fundamental problems. The role of a computing system in this paper is played by a distributed computing
environment (DCE) with heterogeneous nodes known as computing clusters (CCs) with a complex hybrid
structure. A hybrid cluster includes computing modules (hardware components) supporting various parallel
programming techniques and differing in their computational performance. A distributed computing envi-
ronment has a number of properties that significantly complicate the unification of computation scheduling
and resource allocation and the estimation of effectiveness and reliability of the environment operation [2].
It is possible to identify a number of successful studies in the field of distributed computing control [3–5],
including the effective solution of problems using graphical processor units [6]. However, the use of multi-
agent technologies, monitoring means, and DCE modeling makes it possible in some cases to obtain more
effective results of computing control and to improve the DCE reliability.

The aim of this study is to develop a control system for computations in the DCE, which would implement
new original multiagent methods and means for computation scheduling and resource allocation on the basis
of meta-monitoring and simulation modeling of the DCE; as the results of computational experiments show,
all of the above-mentioned ensures the high performance of computing control and analysis of the DCE
reliability.
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Fig. 1.

COMPUTING CONTROL SYSTEM

Currently, there are various agent-based methods and means of computing control [7, 8] used in practice,
including those based on the economic principles of computing resource allocation [9–11]. However, the
features of the DCE under consideration [2] do not allow applying them with sufficient effectiveness.

In the framework of the proposed research, the computing control is carried out with a multiagent system
(MAS) with a given organizational structure. The actions of agents are coordinated with the use of group
behavior rules. Agents operate in accordance with assigned roles. Each role has its own behavior rules in
the virtual community (VC) of agents. A multiagent system includes the agents of meta-monitoring and
resource allocation and a control agent. Resource allocation agents may be combined in a VC. In different
VCs arising in MAS’s, agents coordinate their actions by cooperation or competition.

The aim of an MAS is to obtain the allocation of job flows going into the DCE, which keeps the quality
indicators of the DCE operation within the limits set by the DCE administrator. A job is specification
of the problem-solving process that includes information on the required computing resources, executable
application programs, input/output data, and other necessary information.

A block diagram of the computing control system is shown in Fig. 1. In the diagram, the DCE serves
as a control object for which the job flows w1 and w2 of the DCE and VC users are external disturbances,
the allocation results d1 and d2 of the flows w1 and w2 in the VC are the control actions of the MAS and of
the VC users, respectively, and the vector r1 of the parameters of the administrative policies of the VC is a
corrective action. The resource allocation agents intercept the jobs of the flow w1 for better configuration of
the DCE requirements contained in the jobs, while the flow w1 is modified into the flow w′

1. The allocation d1

of the flow w′
1 is produced by the agents based on economic mechanisms [12]. The allocation d2 of the flow w2

is determined by the VC users.
Information about the computing characteristics of the DCE nodes and the current performance indicators

in these nodes are collected by the meta-monitoring system agents [13] with the help of control and measuring
means in the form of the data structures a and b. There is abstract relation between the components of
the structure b, on the one hand, and the elements of the structure a, the corrective action r1, the job
flows w′

1 and w2, and the allocations d1 and d2, on the other hand: b = f1(a, r1, w
′
1, d1, w2, d2). For various

components of the structure b, this relation is represented by a functional, statistical, ambiguous, or some
other type of mapping. The relations f2 and f3 have the same nature as the relation f1.

The collected information in the form of the vector c1 of aggregated indicators of performance of the
control object are taken to the controlling agent at its request sent with a certain period of discreteness Tq.
The value of Tq is chosen so as not to overload the DCE communication network and, at the same time, to
accurately capture the moments when the performance indicators of the control object approach their limit
values. Part of the information submitted by the vector c1 and relevant to the resource allocation agents is
immediately taken to these agents in the form of the vector c2.
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The vector r2 of parameters of the administrative policies of the DCE is a corrective action for the
controlling agent. Based on the information provided by the vectors c1 and r2, the controlling agent predicts
the dynamics of the performance indicators of the control object at specified times for a certain time interval
with the use of a simulation modeling system with a period of discreteness Ts > Tq. The modeling results
are used to create the vector of control actions u on the algorithm of operation of the resource allocation
agents of the VC by means of parametric adjustment of the algorithms. After the vector u is formed, it is
transferred to each VC.

SIMULATION MODELING OF THE DCE

Let x and y be the vectors of input variables and observable variables of the simulation model of the
DCE. The observed variables are the performance indicators of the DCE. The elements of the vectors xi,
i = 1, nx, and yj , j = 1, ny, have the respective domains Xi and Yj . The effects of input variables on the
observed variables are studied by means of factor analysis in advance: at the time of construction and testing
of the simulation model of the DCE. It is also assumed that each jth element of the vector y corresponds to
the estimation criterion ŷj of the value quality of this element (tendency to a minimum or maximum value)
and its limit values ymin

j , ymax
j ∈ Yj . A number of elements of the vector x serve as variable quantities,

form a subset X∗, and are identified with the elements of the vector u: uq ≡ xi, q = 1, nu, i ∈ 1, nx, and
1 ≤ nu < nx. The initial values of the variable quantities are basic values that correspond to the performance
parameters of the DCE accepted by default. Subsequent values are selected from their domains in view of
the effect of xi to yj , i = 1, nx, j = 1, ny. The values of the unvariable quantities which are the elements of
the vector x are defined from the numerical information provided by the vectors r2 and c1.

In the process of modeling, a set of V variants of values of the observed variables is formed: the vari-
able yjk ∈ Yj is an element of kth variant vk ∈ V for the variable yj , j = 1, ny, k = 1, nv. The formation of
the subset V ∗ ⊆ V of variants for the observed values on the basis of the set V in order to further determine
the elements of the vector u is multi-criterion formation. If the observed variables are ordered by importance,
the variants for V ∗ are selected on the basis of the lexicographical method; otherwise, on the basis of the
majority method. The lexicographic and majority methods use the following selection rules [14]:

V ∗ = {vk ∈ V : (∀vl ∈ V ∃p ∈ 1, ny − 1 :

(ŷ1k = ŷ1l) ∧ . . . ∧ (ŷpk = ŷpl) ∧ (ŷ(p + 1)k > ŷ(p + 1)l))}. (1)

Here ymin
j ≤ yjk ≤ ymax

j , j = 1, ny; k ∈ 1, nv; l ∈ 1, nv; k 6= l,

V ∗ =
{

vk ∈ V :
(
¬∃vl ∈ V :

ny∑
j =1

sign(ŷjl − ŷjk) > 0
)}

, (2)

where sign(0) = 0; ymin
j ≤ yjk ≤ ymax

j ; k ∈ 1, nv; l ∈ 1, nv; k 6= l.
To estimate the values of yjk, k = 1, nv, of the jth variable, their set is divided into subsets that do not

intersect pairwise and are ordered by ascending or descending order. Accordingly, each subset receives its
index used as an estimate of the observed variables belonging to a given subset.

Let V ∗ include the only variant vk which is consistent with the kth set of variable quantities of the
vector x. Selecting xik (with xi ∈ X∗) from them, we obtain the values of the elements of the vector u. If
the number of variants in V ∗ is larger than one, then a single vk is selected randomly. With V ∗ = �, the
controlling agent generates a signal s1 that requires new corrective actions from the DCE administrator.

META-MONITORING SYSTEM FOR THE DCE

Just like any other technical systems, the DCE nodes and their components are known to fail. With
a large number of the DCE nodes, such emergency situations terminate the operation of parallel jobs and
require restarting them, usually with the help of checkpoints. Restarts are accompanied with additional
overhead costs and reduce the DCE performance [15].

A meta-monitoring system for the the DCE is designed to detect and prevent emergency situations in the
nodes. With a certain period of discreteness Ti, the meta-monitoring agents measure the value of hi of the
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DCE node using local monitoring systems mj (e.g., Ganglia and Nagios [16]) and controlling and measuring
means ek (for example, Sensors, APC PowerChute, IPMI, and SMART [17]), i = 1, nh, j = 1, nm, k = 1, ne.
Each ith characteristic has its limit values hmin

i and hmax
i : hmin

i ≤ hi ≤ hmax
i . The entire set of the node

characteristics is divided into three subsets:

(1) the computational load volumes of the node components (processors, cores, memory, network com-
ponents, data storage systems, and other structural elements);

(2) the physical state of the node components (the temperature of CPU and motherboard and the
performance of uninterruptible power supply systems, hard drives, and other structural elements);

(3) the job implementation process (job priority and status, CPU time, amount of memory, the number
of accesses to the hard drive and network elements, and other information).

Due to the large amount of information on the characteristics of the DCE nodes, the meta-monitoring
system has an original round robin database [18], which demonstrated high effectiveness of the processes of
accumulation, unification, and aggregation of information in comparison with similar known bases, such as
MRTG [19] or RRDtool 20]. On the basis of the information obtained, the characteristics of the DCE nodes
are expertly analyzed in the meta-monitoring system. If the value of hi approaches its limit values hmin

i
or hmax

i , the meta-monitoring system generates signals s2 and s3, requiring new corrective actions from the
administrator of the cluster included in the node and from the new administrator of the DCE. Analyzing
how the jobs are accomplished in the nodes makes it possible to also detect the ineffective operation of user
applications and to account for these results by the resource allocation agents. For example, in the Maker
software package [21], the operation of saving information in a network directory dominates over compu-
tational operations, which is due to the low performance of systems for storing information in the nodes.
Starting jobs in the nodes with connected local storage improves the effectiveness of the Maker software
package by more than 30%. An expert subsystem is implemented in the CLIPS environment [22]. The
periods of discreteness of measurements of characteristics and their expert analysis provide an operational
response of the meta-monitoring system to emergency situations with the DCE hardware, thereby increasing
the reliability and effectiveness of the DCE performance.
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RESULTS OF COMPUTATIONAL EXPERIMENTS

In order to study the above-discussed methods and tools more thoroughly, we perform simulation modeling
of the DCE performance using the GPSS World system [23]. The simulated system consists of 10 clusters
(with the number of cores from 6000 to 14 000 units) and 300 users. The total number of cores is 100 000
units. The clusters include hybrid nodes supporting various parallel programming techniques. In the case of
simulating the time it takes to perform a job, the count acceleration coefficient is used, whose values ranged
from 1 to 1.5 for different clusters, depending on their computing characteristics. The simulated time of the
system operation is 30 days. During this period, 12 990 flows are processed, including from 1000 to 10 000
processes for parallel programs or multivariant computations. At the computing control systems used in the
DCE are the GridWay meta-scheduler [24] and the MAS presented in this paper. The job queue discipline is
FCFS (First Come, First Served) with priorities. The main observed variables of the simulation model are
the following average values: navg is the number of jobs in the cluster queue, tavg is the stay time of the job
in the cluster queue, kavg is the effectiveness of using the cluster nodes, nrest is the number of the program
restarts, nerr is the number of failed jobs, and σ is the standard deviation factor of the useful cluster nodes.
The simulation results given in the table show that the use of the MAS can significantly improve all the
selected indicators of the DCE operation in comparison with the GridWay meta-scheduler (Fig. 2).

CONCLUSION

This paper describes the problem of computing control in the DCE on the basis of its meta-monitoring
and simulation modeling. The original multiagent computing control system is created. The technique of
multi-criteria selection of controlling actions of the MAS is proposed. The effectiveness and reliability of the
DCE performance are improved by the methods of decentralized intelligent processing and distributed data
storage. The simulated computing experiment is carried out. It is shown that the created MAS is better
than the GridWay meta-scheduler widely used in practice by a set of important indicators of the computing
control effectiveness.

This work was supported by the Russian Foundation for Basic Research (Grants No. 15-29-07955-ofi m
and No. 16-07-00931-a).
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